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This document provides supplementary information to “Deep-learning-based ciphertext-only attack on optical double
random phase encryption”. We provide more data on the comparison with the other neural network (NN)-based meth-
od, the correlation coefficient (CC) under various levels of cropping and noise, as well as the test results of de-autocor-
relation DNN without zero-padding. 

Section 1: Comparison of neural network models 

Seciotn 1.1: De-noising neural network
To select an appropriate neural network model for the task of de-noising, we trained two widely utilized neural network
models (DCNN1 and U-net2) and compared them with the same conditions. Figs. S1(b) and S1(c) show some of the out-
puts of DCNN and U-net, respectively. We calculated the CC values between the 1000 outputs of two models and the
corresponding  ground-truth  images.  The  averaged  CC  values  of  DCNN  and  U-net  are  0.942  and  0.937  respectively,
while the training time of them are around 5 minutes and 11 minutes respectively. Therefore, DCNN is the better one
for its shorter training time and good enough de-noising performance. 

Seciotn 1.2: De-correlation neural network
We also trained two models of DCNN and U-net to perform the task of de-correlation. Both models were trained with
the same amount of training dataset and follow the same training procedures. Figs. S2(b) and S2(c) show some of the
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Fig. S1 | Comparison of de-noising neural network models. (a) The autocorrelations of ciphertexts. (b) Outputs of DCNN. (c) Outputs of U-

net. (d) The autocorrelations of ground-truth plaintext images.

 

a

b

c

d

Fig. S2 | Comparison of de-correlation neural network models. (a) The autocorrelations of plaintext images. (b) Outputs of DCNN. (c) Out-

puts of U-net. (d) The ground-truth plaintext images.
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outputs from DCNN and U-net, respectively. The averaged CC values (1000 test images in total) of DCNN and U-net
are 0.823 and 0.931, respectively. Therefore, U-net can offer a better solution than DCNN to the de-correlation problem. 

 Section 2: Robustness tests against cropping and noise
We provide more data on robustness tests against cropping and two types of common noise (Gaussian noise and salt &
pepper noise). We use the ciphertext under various levels of cropping and noise to perform our COA method, and the
test  results  are  shown  in Fig. S3.  The  red  points  denote  the  measured  CC  values  between  the  output  images  and  the
ground-truth plaintexts, the blue line represents the fitting trend. 

 Section 3: Test results of the de-correlation DNN without zero-padding
In order to validate the performance of the de-correlation DNN, we perform the test without zero-padding of images.
During the training process,  we use the autocorrelation function without zero-padding as the input of the de-correla-
tion NN model and the test results are presented in Fig. S4.
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Fig. S3 | Robustness tests of the proposed COA method. (a) CC values under various percentages of cropping. (b) CC values under differ-

ent variances of Gaussian noise. (c) CC values under different densities of salt & pepper noise.
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Fig. S4 | Test results of the de-correlation DNN without zero-padding. (a) The original images from the MNIST dataset. (b) The calculated

autocorrelations without zero-padding. (c) The retrieved images from the trained de-correlation DNN.
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