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This  document  provides  supplementary information to  “Deep learning assisted variational  Hilbert  quantitative  phase
imaging”. We describe the process of low-carrier frequency hologram simulation, ground-truth acquisition, and the col-
lection of training data under the slightly off-axis DH system in detail. We also discuss the FT phase recovery under dif-
ferent window sizes and show the DL-noPhy model. In addition, we showcase supplementary experiment results on a
new group of live cells by three phase recovery methods (FT, VHQPI, and DL-VHQPI).

 Section 1: Low-carrier frequency hologram simulation and ground-truth acquisition

O(x, y)

This  section specifically  introduces  the simulation of  low-carrier  frequency holograms and the corresponding ground
truth  using  MATLABS1.  We  select  two  images  as  intensity  and  phase  of  the  object-light-wave  complex  amplitude
( ), which can be written as 

O(x, y) = AO(x, y)exp[iφO(x, y)] , (S1)

AO(x, y) φO(x, y)
Q(x, y)

where  and  denote the intensity and phase distribution of the object-light wave, respectively. An aberra-
tion term  was added in the simulation because the object-light wave is inevitably affected by the aberration of the
objective lens. 

Q(x, y) = exp(i(lxx2 + lyy2)) . (S2)

lx lyThe parameters ,  in Eq. (S2) describe the relative divergence between the object and reference beam caused by the
mismatch in spherical phase curvature. We incorporated an aperture limit to the object-light wave to simulate the effect
of the objective lens in the DH imaging system. The pupil function is expressed as 

circ(u, v) =
{

1
√
u2 + v2 ⩽ NA/λ

0
√
u2 + v2 > NA/λ , (S3)

NA/λ (u, v)
(x, y)

where  is the effective cut-off frequency in the imaging system with the objective lens, and  is the coordinate
of  corresponding to the spatial frequency domain (SFD). The complex amplitude distribution of the object-light
wave passing through the objective lens system is described as 

OS(x, y) = F−1{F{O(x, y)} ∗ circ(u, v)} ∗ Q(x, y) , (S4)

F F−1 ∗
R(x, y)

where  and  respectively denote Fourier transform and inverse Fourier transform operator, and “ ” denotes mat-
rix multiplication. In the reference light arm shown in Figure S1(a), the plane wave field  is propagated. 

R(x, y) = AR(x, y)exp(iφR(x, y)) . (S5)

We used a two-dimensional standard Gaussian distribution as the reference wave intensity to simulate environment-
al disturbance in the wavefront propagation. 

AR(x, y) =
1
2π

exp
(
−x2 + y2

2

)
. (S6)

Due to a slight angle between the object beam and the reference beam, a linear tilt component is imposed on the ref-
erence-wave phase distribution. 

L(x, y) = exp[iφR(x, y)] = exp[i(kxx+ kyy)] , (S7)

kx ky OS(x, y) R(x, y) kx kywhere the factors ,  denote the linear phase difference between  and . Tuning the  and  values can
control  the  separation  degree  of  the  twin  image  in  the  SFD  so  that  the  simulated  holograms  can  be  adjusted  into  a
slightly off-axis state.

OS(x, y) R(x, y)
Finally, we obtained the emulated low-carrier frequency hologram by solving the square of the modulus of the sum of

the  and . The intensity distribution of the hologram can be written as 

IH(x, y) = |OS + R|2 = |OS|2 + |R|2 + O∗
SR+ R∗OS , (S8)

IBG(x, y)
OS(x, y) R(x, y)

Correspondingly, we can also get the ground truth (Background, ) in numerical simulation by calculating the
sum of the squares of the modulus values of the two (  and ). 

IBG(x, y) = |OS(x, y)|2 + |R(x, y)|2 , (S9)
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 Section 2: Collection of training data from slightly off-axis DH system

AR(x, y)
AO(x, y)

The  low-carrier  frequency  fringe  demodulation  by  the  DL-VHQPI  always  needs  the  paired  training  data  because  the
used DNN is a supervised learning model. However, it is difficult to obtain the ground truth through a single image ac-
quisition in a slightly off-axis state due to the inevitable spectrum-overlapping of the autocorrelation and cross-correla-
tion terms in the SFD. We set up the optical path structure as shown in Fig. S1(a), tuned it to a high-stable state, and ob-
tained  the  ground  truth  (background)  through  the  following  three  stepsS2:  1)  Collect  the  reference-wave  intensity
( ) by blocking the object-wave light path, as shown in Fig. S1(b). 2) Block the reference-wave light path to cap-
ture  the  object-wave  intensity  ( ),  as  shown in Fig. S1(d).  3)  Obtain  the  complete  background term as  ground
truth by adding the two together according to Eq. (S9), and the detail can be seen in Fig. S1(Ⅲ). Figure S1(c, e, g) also
separately showcase the spectrum of reference wave, object wave, and background.

 Section 3: Discussion of FT phase recovery with different window sizes
When the FT method is used for low-carrier frequency fringe demodulation, the SFD filtering utilizing a filter window
calculated  from  the  theoretical  numerical  aperture  (NA)  will  severely  suffer  from  the  impact  of  the  autocorrelation
termS3. Although reducing the size of the filter window can alleviate this effect to some extent, this comes at the expense
of the system space bandwidth product (SBP) and imaging quality. Here, we discuss the FT phase recovery results for
different window sizes and give quantitative analysis under numerical simulation. Figure S2(a) showcases SFD filtering
under different window sizes (shown in Red, Yellow, and Blue). Figure S2(b, c, d) provide the corresponding phase re-
covery results under different filtering windows, respectively. Figure S2(e) is the ground truth. The cross-section analys-
is shown in Fig. S2(f) demonstrates that reducing the filter window size indeed suppresses phase artifacts. Figure S2(g)
quantitatively analyzes the phase reconstruction accuracy. The results demonstrate that reducing the FT filter window
size not only sacrifices the SBP of the system but also causes a decrease in imaging accuracy due to the loss of high-fre-
quency components caused by the limited filter window.

We  further  verified  this  issue  in  the  live-cell  experiment. Figure S3(a) illustrates  spectrum  filtering  under  different
sizes shown in red and yellow filter windows. Figure S3(d) shows the FT phase recovery results with a smaller filter win-
dow. The phase artifacts indeed are suppressed, but the high-frequency information loss of the sample causes blurred
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Fig. S1 | The flow chart of ground-truth acquisition under a slightly off-axis system. (a) Slightly off-axis interference optical path. (b) and (d)

The captured reference-wave intensity and object-wave intensity. (c) and (e) The spatial frequency spectrum of (b) and (d). (f) and (g) The cap-

tured ground truth (background) and its spatial frequency spectrum. Ⅰ, Ⅱ, Ⅲ are the three steps of ground-truth acquisition.
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Fig. S2 | The FT phase recovery results and quantitative analysis under different window sizes in numerical simulation. (a) Spectrum fil-

tering under different sizes, seen in red, yellow, and blue circle windows. (b–d) The reconstructed phase results based on the FT method under

the three filtering windows. (e) The ground truth. (f) The cross-section of the background part in (b–e). (g) The phase error analysis.
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Fig. S3 | The discussion of FT phase recovery results under different window sizes in the live-cell experiment. (a) The different spectrum

selections in FT phase recovery. (b) The cross-section analysis of (c–e). (c) and (d) The corresponding FT phase reconstructed results under red

and yellow filter windows. (e) The result of DL-VHQPI. (f1–f4), (g1–g4) and (h1–h4) The enlarged views and DIC views of the ROIs (Area1 and

Area2).
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imaging.
The cross-section shown in Fig. S3(b) also quantitatively demonstrates the artifacts-suppression effect by decreasing

the size of the filter window. The results reconstructed under the filter window calculated by theoretical NA are shown
in Fig. S3(c), and the spectrum-overlapping causes imaging artifacts to impair imaging quality; In comparison, the res-
ults recovered by DL-VHQPI can achieve high-accuracy artifacts-free imaging, as shown in Fig. S3(e). Figure S3(f1–f4),
S3(g1–g4), and S3(h1–h4) show the magnified views and differential interference contrast (DIC) views of the regions of
interest (ROI, Area1, and Area2), respectively. The FT phase reconstruction at smaller filter sizes sacrifices much of the
high-frequency  detail  of  the  sample,  causing  non-ideal  imaging  results.  Therefore,  DL-VHQPI  can  not  only  suppress
phase artifacts but also preserve high-frequency details of the specimens with great imaging quality.

 Section 4: DL-noPhy network description
DL-noPhy uses  the Convolution Neural  Network (CNN),  the same as  the CNN1 in DL-VHQPI,  which offers  a  more
reasonable comparison with DL-VHQPI. The difference is that DL-noPhy uses the hologram as input and background
as the ground truth for training without considering the residual compensation and physical processes. To be exact, DL-
noPhy is an end-to-end neural network model that does not have a physic-prior like uVID in DL-VHQPI but directly
“learns” the fringe pattern to the background through DNN. Obtaining a desired result under such a model often re-
quires a massive dataset and powerful feature extraction capability. The specific network is shown in Fig. S4.

 Section 5: Supplementary experiment results based on FT and VHQPI methods for living cells
To further validate the effectiveness of phase recovery by DL-VHQPI for more samples, we added an experiment on a
new group of cells, as shown in Fig. S5. Figure S5(a) and S5(b) respectively showcase the phase results using FT and DL-
VHQPI. Two ROIs (Area1 and Area2) are selected to highlight the capability of artifacts suppression. Figure S5(c1, c3,
d1, d3) are the enlarged views, and Figure S5(c2), S5(c4), S5(d2), and S5(d4) are their corresponding phase gradient im-
ages through digital DIC. The cross-section demonstrates that the fringe-like artifacts are well suppressed in DL-VHQPI
results compared with FT results. The DIC views of the red rectangle in Fig. S5(a) and S5(b) are shown in Fig. S5(f) and
S5(g), which showcase the artifacts-suppression effect on the phase background part.  At the same time, the calculated
Standard Deviation (STD) quantitatively demonstrates that DL-VHQPI enjoys a better flatness distribution.

Furthermore,  we  also  carried  out  the  VHQPI-based  method  comparison  experimentS4,S5.  The  recovered  results,  as
shown in Fig. S6(a),  demonstrate  that  the  frequency component  extraction algorithm (uVID) can somewhat  suppress
phase artifacts. However, the magnified views of the phase details, as shown in Fig. S6(c1–c4), show that there are still
phase  artifacts  caused  by  the  non-sufficient  background  term  removal.  In  contrast,  the  imaging  result  based  on  DL-
VHQPI  is  superior  to  that  obtained  by  the  VHQPI,  as  shown  in Fig. S6(b) and S6(d1–d4).  However,  it  can  be  easily
found that in the live-cell  experiment, the imaging quality of DL-VHQPI is improved compared with that of VHQPI,
but the improvement is within a certain limit due to the ground truth acquisition. Although we have tried to make the
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Fig. S4 | Network structure framework for the DL-noPhy approach.
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Fig. S5 | Supplementary results of the live-cell experiment. (a) The phase recovery result based on the FT method. (b) The phase recovery
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Fig. S6 | Supplementary results of the live-cell experiment. (a) The VHQPI method recovery results. (b) DL-VHQPI phase recovery results.

(c1–c4) and (d1–d4) The magnified views of “Area1” and “Area2” for the two samples under the two phase recovery methods. (c2, c4, d2, d4)

The corresponding DIC views, respectively.
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optical path as stable as possible in our experiments, it is still difficult to obtain reliable ground truth because of the in-
evitable environmental disturbances and the system-inherent instability. We will continue to solve this issue in our fu-
ture work.
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